
Representation of an ARMA(p,q) as state space model

The result

Let (Yt) be a stationary ARMA(p, q)-model. We set k = max(p, q + 1). By the definition
of ARMA-models

Yt =
k∑

j=1

φjYt−j +
k−1∑
j=0

θjεt−j (1)

where θ0 = 1, θj = 0 for j > q, φj = 0 for j > p and the innovations εt are i.i.d. with
E[εt] = 0.

We define the state Xt to be (Yt, Yt+1|t, . . . Yt+k−1|t)T where

Ys|t = E[Ys | Yt, Yt−1, . . .]. (2)

We claim that under the usual conditions on the zeroes of the polynomials associated with
the AR and MA coefficients, (Xt, Yt) is a linear state space model.

Proof

The observation equation Yt = (1, 0, . . . , 0)Xt is obvious. We have to show that

Xt+1 = FXt + Ut+1 (3)

for a suitable matrix F and a noise vector Ut+1.

The key property is

E[εs | Yt, Yt−1, . . .] = E[εs] = 0 (s > t), (4)
E[εs | Yt, Yt−1, . . .] = εs (s ≤ t). (5)

If you are familiar with the concepts of causality and invertibility, (5) follows immediately
from invertibility and (4) from causality. Otherwise, use the conditions on the zeroes of
the polynomials associated with the AR and MA coefficients, to show that

Yt =
∞∑

j=0

αjεt−j (6)

for some coefficients αj and

εt =
∞∑

j=0

βjYt−j . (7)

for some other coefficients βj . This means that knowing (Yt, Yt−1, . . .) is equivalent to
knowing (εt, εt−1, . . .). From this, (5) is obvious and (4) follows because the εt’s are
independent.
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Next we show how (4) and (5) imply the theorem. By the linearity of the conditional
expectation, it follows from (1) that

Yt+i|t =
i−1∑
j=1

φjYt+i−j|t +
k∑

j=i

φjYt+i−j +
k−1∑
j=i

θjεt+i−j (8)

for i ≥ 1 (empty sums are equal to zero). In particular,

Yt+1|t = Yt+1 − εt+1, (9)

and

Yt+k|t =
k−1∑
j=1

φjYt+k−j|t + φkYt. (10)

Hence Yt+k|t is a linear combination of the components of the state vectorXt. By induction,
the same is true for any i ≥ k. In other words, Xt contains all the information from the
past needed to predict all future values, in accordance with the intuitive meaning of the
state vector.

In order to prove (3), we write equation (8) with t replaced by t+1 and i replaced by i−1

Yt+i|t+1 =
i−2∑
j=1

φjYt+i−j|t+1 +
k∑

j=i−1

φjYt+i−j +
k−1∑

j=i−1

θjεt+i−j . (11)

Taking the difference between (11) and (8), we obtain for 2 ≤ i ≤ k

Yt+i|t+1 = Yt+i|t + φi−1(Yt+1 − Yt+1|t) +
i−2∑
j=1

φj(Yt+i−j|t+1 − Yt+i−j|t) + θi−1εt+1. (12)

Hence by induction for 2 ≤ i ≤ k

Yt+i|t+1 = Yt+i|t + gi εt+1, gi =
i−1∑
j=1

φjgi−j + θi−1. (13)

Equation (9) defines the first row of F , and equation (13) defines rows 2, . . . , k − 1 of F .
The last row of F is obtained by using (10) in addition. Moreover, the noise Ut+1 is equal
to εt+1 · (1, g2, . . . , gk)T .
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